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Abstract

In recent years, Large Language Models (LLMs) with massive parameters and complex structures have achieved signifi cant breakthroughs in fi elds such as natural 
language processing and image generation, driving their widespread application in industrial sectors. Despite the enormous potential of industrial AI models in areas like 
design and development, monitoring and management, quality control, and maintenance, their actual construction and deployment still face a lot of challenges, including 
inherent model defi ciencies and diffi  culties in aligning with industrial requirements. Future technological development trends include the generation of customized 
industrial datasets, the collaborative optimization of large and small models, the enhancement of adaptive capabilities, and the application of Retrieval-Augmented 
Generation (RAG) technology. These trends are expected to improve the effectiveness and scalability of AI models, better meeting the needs of the industrial domain. This 
paper systematically discusses the challenges, technological development trends, and practical applications and deployment of industrial AI models, providing valuable 
insights for future directions.
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Abbreviations
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Introduction

Large Language Models (LLMs) with extensive parameters 
and complex architectures have rapidly advanced, improving 
capabilities in natural language processing, image generation, 
and more. Enhanced model size, data, and computation are 
addressing key industrial AI challenges and accelerating 
progress across sectors like electronics, energy, and 
automotive, with signifi cant impacts on design, monitoring, 
and maintenance.

Codex [1] pioneered the use of LLMs in code processing, 
leading to the development of code generation models like 
StarCoder [2] and Code LLaMA [3]. In chemistry, models such 
as ChemDFM [4] and ChemGPT [5] have emerged, offering 
capabilities in molecular recognition, property prediction, and 
reaction forecasting. TransGPT [6] excels in traffi c prediction, 

planning, management, accident analysis, and autonomous 
driving. Mozi [7] supports question-answering and sentiment 
analysis for scientifi c documents, while AviationGPT [8], based 
on LLaMA-2 and Mistral, has shown effectiveness in aviation 
text extraction and log processing through pre-training and 
fi ne-tuning. Zhang, et al. [9]. further provided a technical 
roadmap to address challenges in generalization, accuracy, and 
data quality for industrial models, guiding future research and 
applications.

Despite LLMs’ strong performance in industrial scenarios, 
challenges remain in practical construction, adaptation, and 
deployment, with gaps in standardization and future research. 
This paper reviews these challenges, technological trends, 
and real-world applications, and offers insights into future 
research directions.

Discussion 

Challenges of industrial LLMs

Building industrial large models faces challenges from two 
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main aspects: the limitations of the models themselves and the 
integration into industrial contexts.

For Large Language Models (LLMs), several issues are 
prominent. They are prone to “catastrophic forgetting,” where 
the models lose previously learned knowledge as they learn 
new tasks [10]. Additionally, LLMs may suffer from “model 
hallucination,” where the generated outputs sometimes 
fail to meet expectations, and their complexity results in an 
opaque decision-making process, lacking transparency and 
interpretability. Moreover, the costs associated with training 
and deploying large models are also signifi cantly high [11].

When integrating large models with the industrial sector, 
several challenges arise. Firstly, the industrial data used for 
training these models may contain sensitive information, 
necessitating robust security measures. Additionally, the 
quality of this data can be inconsistent, potentially affecting 
the effectiveness of model training [12,13]. Furthermore, the 
foundational large models lack specialization in industrial 
verticals and lack tailored models for industrial applications. 
Their application in industrial production is often fragmented, 
lacking standardized and systematic implementation models. 
Moreover, the fragmentation, long-tail distribution, and 
complexity of industrial data, as well as the diffi culty in 
integrating and managing multi-model, multi-level, cross-
domain, and multimodal data, constrain the deployment of 
large models in the industrial sector, resulting in high technical 
barriers to developing industrial pre-trained models, with only 
a few leading companies having the requisite research and 
development capabilities.

Integrating large models into industrial sectors presents 
additional challenges. Industrial data used for training these 
models often contain sensitive information, requiring robust 
security measures. The quality of this data can be inconsistent, 
which may impact the effectiveness of model training. 
Furthermore, foundational large models are generally not 
specialized for industrial verticals and lack tailored models 
for industrial applications. Their application in industrial 
production is often fragmented, with a lack of standardized 
and systematic implementation models. The fragmentation, 
long-tail distribution, and complexity of industrial data, 
combined with diffi culties in integrating and managing 
multi-model, multi-level, cross-domain, and multimodal 
data, create signifi cant technical barriers. Consequently, only 
a few leading companies possess the necessary research and 
development capabilities to overcome these challenges and 
develop industrial pre-trained models.

The technological trends of industrial LLMs

Customization of datasets: In industrial settings, data 
is complex and exhibits long-tail distribution, with diverse 
formats and standards across sensor data, production 
processes, and equipment. This complexity makes data 
acquisition and integration challenging, especially due to the 
rarity of important anomaly samples. As general datasets often 
fall short for specifi c industrial tasks, using large models to 
create customized datasets is becoming crucial for improving 
industrial model effectiveness.

Despite this, research on generating datasets tailored to 
specifi c tasks is still relatively scarce. Recently, methods using 
Large Language Models (LLMs) to create synthetic datasets 
have begun to emerge. For example, FABRICATOR, introduced 
by Golde, et al. [14], uses LLMs to generate annotated datasets 
for tasks like text classifi cation and question answering. Yin, 
et al. [15] proposed a new paradigm for optimizing dataset 
management, while Feng, et al. [16] improved image generation 
model accuracy through enhanced prompts. Additionally, 
various GPT model variants are used for layout creation in 
images and scenes. SciQAG [17] consists of a Question and 
Answer (QA) generator and evaluator designed to quickly 
produce diverse open-ended question-answer pairs based on 
scientifi c literature and fi lter high-quality data through quality 
control mechanisms.

These studies suggest that using LLMs to generate datasets 
could revolutionize customized dataset creation in the industry. 
Continuous innovation and optimization in this area might 
become a key trend for developing unifi ed data frameworks in 
the future.

Collaboration and optimization of large and small models: 
As the diversity and dynamics of industrial fi eld conditions 
increase, traditional static small models struggle to meet 
practical application needs. Consequently, the optimization of 
static models has been extensively researched in the industrial 
sector due to its importance. However, these techniques 
still face challenges in industrial applications. Designing 
reward functions for reinforcement learning requires specifi c 
industrial knowledge and often involves multiple performance 
metrics like production speed and energy consumption, making 
the design process time-consuming [18]. Similarly, convex 
optimization requires problems to be expressed in standard 
forms, increasing application diffi culty [19]. The development 
of large models may offer new opportunities to overcome these 
challenges.

Firstly, LLMs can develop optimization plans based 
on human language instructions, simplifying operational 
management [20]. Secondly, the few-shot and zero-shot 
learning capabilities of LLMs reduce the diffi culty of model 
training and fi ne-tuning [21], which is crucial for rapidly 
adapting to changes in industrial environments. Additionally, 
the extensive real-world knowledge of LLMs helps in modeling 
and designing optimization algorithms, narrowing the gap 
between practical needs and problem modeling [22].

In the future, industrial large models will focus on 
adaptability to manage dynamic environments. They will use 
real-time data monitoring and feedback for autonomous fi ne-
tuning and optimization, allowing quick adaptation to new 
scenarios and maintaining decision accuracy in emergencies. 
By integrating reinforcement learning and online learning, 
these models are expected to evolve into intelligent systems 
with self-improvement capabilities, enhancing production 
effi ciency and quality while minimizing human intervention 
and costs.
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Retrieval augmented generation: In industrial applications, 
Retrieval Augmented Generation (RAG) technology helps 
address challenges by combining external knowledge bases 
with language models to enhance performance. RAG retrieves 
relevant information and integrates it into the model’s prompts, 
improving response accuracy without retraining the entire 
model. However, as RAG systems evolve, they face challenges 
related to content quality and multimodal data integration. 
Solving these issues is crucial for their effectiveness and 
scalability in various applications.

On one hand, improving retrieval quality is crucial for RAG 
systems, as it directly impacts the relevance and accuracy 
of generated content [23]. Current retrieval methods often 
face issues like noise, irrelevant documents, and fragmented 
information, which affect generation quality. Recent research 
has explored enhancing retrieval quality through search 
generation models. For instance, models like GERE [24] and 
PARADE [25] improve document ranking and fact verifi cation 
by generating relevant document titles or evidence sentences.

Support for multimodal data is another key direction for 
RAG technology, involving the integration of text, images, and 
audio. Models like REVEAL [26] and Re-ViLM demonstrate the 
potential of combining multimodal retrieval and generation 
in practical scenarios. For example, RA-CM3 [27] is the fi rst 
multimodal model for simultaneous text and image retrieval 
and generation, while BLIP-2 [28] uses a frozen image encoder 
and large-scale language model to signifi cantly reduce 
training costs and enable zero-shot image-to-text conversion. 
Additionally, the VBR [29] method excels in text generation by 
using images to guide the generation process.

The security implications of prompt engineering: In the era 
of large models, prompt engineering and security are emerging 
as two signifi cant trends and challenges. Prompt engineering 
involves designing effective input prompts to maximize the 
output quality of Large Language Models (LLMs). However, 
this process is complex and challenging due to the lack of 
standardized methods and the strong dependence on model-
specifi c characteristics. At the same time, the security of LLMs 
faces new threats, particularly with longer context lengths. 
Anil, et al [30]. Have demonstrated a novel attack method that 
induces undesirable model behavior by embedding hundreds 
of examples. Research shows that the effectiveness of such 
attacks follows a power-law distribution, making traditional 
security measures diffi cult to implement and highlighting the 
need for new defensive strategies to address this emerging 
attack surface.

Additionally, prompt-based learning, as an emerging 
training paradigm, enhances the performance of Pre-trained 
Language Models (PLMs) by optimizing prompts. However, 
this approach also reveals the potential risk of generating 
adversarial prompts to mislead models. To address this issue, 
LinkPrompt [31] demonstrates that Universal Adversarial 
Triggers (UATs) can not only affect the predictions of PLMs but 
also be effective against Prompt-based Fine-tuning Models 
(PFMs).

Application of industrial LLMs

LLM-based applications have shown signifi cant potential 
in optimizing industrial processes, including automated 
coding, testing, debugging, and documentation. Frameworks 
like ChatDev [32] and MetaGPT [33] utilize multi-agent 
systems to automate software development through natural 
language interactions, simulating models such as the waterfall 
lifecycle. These systems facilitate tasks like project planning, 
requirements engineering, software design, and debugging. 
Other tools, such as CodePori [34], further enhance automation 
by generating complex software code from natural language 
prompts, while ChatEDA [35] streamlines electronic design 
automation by integrating task planning and execution. 
CodeHelp [36] supports debugging with error explanations 
and fi x suggestions, and PENTESTGPT [37] identifi es 
vulnerabilities through code analysis. In industrial automation, 
LLMs integrate with digital twin systems for adaptive 
production management [38], and applications extend to the 
oil and gas industry, addressing tasks like rock physics and 
control processes [39]. LLMs also contribute to autonomous 
driving by improving scenario understanding and predicting 
traffi c behaviors [40,41]. Unifi ed intelligent agent systems [42] 
enhance planning and execution, supporting reasoning and 
decision-making in specifi c environments. Further studies 
[43-45] explore optimization and decision-making tasks using 
LLM-driven autonomous agents.

Conclusion

This paper presents the current state of industrial large 
models, outlining the challenges faced in their development 
both from the perspective of the models themselves and their 
integration with industry. We also discuss the technological 
trends in the development of industrial large models to address 
these challenges and summarize their current applications in 
the industry. Future research should focus on more effi ciently 
utilizing domain-specifi c knowledge to construct high-quality 
datasets and developing more refi ned model fi ne-tuning 
strategies to meet the diverse needs of different industrial 
applications. Additionally, further optimizations in large 
model techniques, such as RAG and collaboration between 
large and small models, can enhance the models’ ability to 
handle complex queries, thereby improving the construction of 
industrial large models.
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